Statistics 110 — Assignment 4 Solutions Summer, 2006
1. Rice 3.46

fxy(z,y)=e Y2 >0,y >0.

Let r = /2?4 y? and 0 = arctang for 0 < 6 < 27 and r > 0, then x = rcosf and
y =rsinf. Then

x Y
J = \/x2+y2 \/902+y2
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fR,G(Ta 9) — ,r,ef(rcos@JrTsinO);O S 0 < 271',7’ 2 0.

As f(r,0) can not be expressed in a product of a function of r and another function of 6, R
and 6 are not independent.

2. Rice 3.54
LetU:X—i—YandV:%,thenY:VLHandX:‘EJ—rl.
1 1
J = 1 ==z
y o y?
Then
|J|:1+£:x+y: u :(v+1)2
y oy y? u?/(v+1)>2 u
So
— \2 _—duwv/(v+1) —Au/v+1 u
fov(u,v) = Xe /(1) g=Au/ m

foru>0,v > 0. So U and V are independent.



3. Rice 3.55

Let X; be the life time for the ith component, then X; ~ FExp()\;). Because of series
connection, the system will only work when every component is works, so the life time of
the system Y = min(Xy,..., X,,)

n

P(Y >y) =] PIX: >yl = [[(™)

i=1 i=1
_ 6(2?:1>\z‘)y’ y>0

So
fy(y) = (B \)eF=2v 4 >

implying the life time of the system is exponential with parameter X' | \;.

4. Rice 3.56

Let Y; be the lifetime for each parallel line. From the result in 3.55 above, we know that
Y; ~ Exp(2)),i =1,2,3. Let Z is the lifetime for the system. Because of parallel connection,
Z = max(Y), Ys,Ys) since the system will work as long as one line is working. So

P[Z <z = ﬁP[Yi <zl=(1—-e?)2>0

i=1

fz(2) = 6Xe (1 — e %)% 2 > 0.

5. Rice 3.60
1
P0.25 < X; <0.75] = 3
SO
P[A11 0.25 < X; <0.75] = 11
o= 2 32
6. Rice 4.17
Since
n!
= F k—1 1—F n—k
(@) = = @F @I~ F@)
_ n! k=1(1 _ \n—k
oDt



So

EXw] = /0 (k — 1)711('71 — k)!Ik(l — x)" Fdg
[ n! T(k+1)T(n—k+1)
/0 = 1)i(n =] ['(n+2)
k
- n+1
E[(X(k)>2] = /0 (k — 1)7!1(!71 — /{:)!xk+l(1 — o)
T 0l L(k+2)0(n—k+1)
_/0 k= 1Dl(n — &) ['(n+3)
k(k+1)
 (n+1D)(n+2)
and
k(1) LAY
Var(Xp)) = n+1)(n+2) (” + 1)
En+1—k)

Tt 12(n+2)

Another approach is to notice that the density is that of a Beta(k,n — k + 1) distribution,
which has the moments given above.

7. Rice 4.45

(a)
EZ]=EaX+(1-a)Y]=aBEX]|+(1—-a)E]Y]|=pu

(b)

Var(Z) = Var(aX + (1 — a)Y) = Var(aX) + Var((1 — a)Y)
= a*Var(X) + (1 — a)*Var(Y)

=a’o% + (1 — a)’oy

2

. . o . . g
This is minimized by a = %5 as
oztoy

d
EVar(Z) = 2a0’ — 2(1 — a)o, = 2a(o + o)) — 20,



X+Y o2+ o2
Var( —2|— ):%Saiifazgi%aﬁ.

Similarly Var(2XY) < or if o, < 307,
2

So it is better to use % when % < Z—é’ < 3.

T

8. Rice 4.48

Cov(U,V)=Cov(Z+ X, Z+Y)=Cov(Z,Z) + Cov(X, Z) + Cov(Z,Y) + Cov(X,Y)
= Var(Z) = 0%

Next,

Var(U) = Var(Z + X) = Var(Z) + Var(X) = 0% + 0%
Similarly, Var(V) = 0% + o%. So

2
Oy

puv =
V(0% +03) (0% + 03)

9. Rice 4.49
E[T) =) KkE[X)) =) kp=p) k
k=1 k=1 k=1
_ n(n+1)
Var(T') = Z E*Var(X},) = Z Ko?=0Y K
k=1 k=1 k=1
B UQn(n +1)(2n+1)
B 6
10. Rice 4.50

Var(S) = > Var(X) = no”
k=1



Cov(S,T) ZZCOV L kXy)

jlkl

= Z kVar(X))
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pPsT =

11.

and




Since Cov(X,Y) = F[XY] — E[X]E[Y], then
1
Cov(X,)Y)=-—-—=—
4
Suggested Problems

1. Rice 3.48

If (X1, X3) are bivariate normal, they have a density of the form

Frr (1 20) = 1 exp (_ 1 {(561 — p1)?
bR 201094/ 1 — p? 2(1 - p?) o}
+(-732 —p2)*  2p(x1 — (w2 — pi2)
o3 o101

y1 = g1(x1,2) = @121 + by N z1 = hy(y1, 1) = yla—lbl
Y2 = ga(21, T2) = Aoz + b2 Ty = ha(y1, y) = 222
ap 0
J=1 17| = axay
0 (05}

Then

y1—by yo—by\ 1
fY1,Y2<y17y2> :le,X2 ( - 17 2 2) j

a1 az

= exp [ — 5 e
271'&10'1(120'2\/1—p2 2(1_p ) 01
(—yQ(;bQ — 12)? 2/)(—y1a_1b1 — Ml)(yzazbz - Mz)] )

+ : -
g5 0102

1 1 (y1 — arpn — by)?
= exp |\ — 2 2
271'(110'1&20'2 1-— p2 2(]— - p ) (CL10'1)

(y2 — azps — b2)*  2p(a1 — arpy — by)(22 — appi — bz)D
(agoa)? 10102072

+

which is a bivariate normal density with means a;p; + b1 and aspus + by, variances (a101)2
and (ay09)?, and correlation p.



2. Rice 3.50

In problem 3.49, part of the answer was to show that

ElY1] = a1 E[X1] + a12E[Xs] + by = by =
EYs) = an1 E[X1] + anFE[Xs] + by = by =
Var(Y;) = a?,Var(X;) + a;pVar(X,) = aH + a12 =o?
Var(Ys) = a3, Var(X,) + axnVar(Xy) = a3, + a3, = 05
Cov(Y1,Y3) = ajnag Var(Xy) + ajpage Var(Xs) = ajias + ar12a20 = poi0os
Corr(Yy, V) = a11021 + G12022 — )

\/(a% + G%Q)(a% + a%Q)

So to generate a bivariate normal with means 1 and p, variances o? and o2, and correlation
p, you would need to pick values aiy, ais, as1, ass, by, b that yield the desired values. This
can be done in many ways (since there are 5 values and 6 unknowns). One possible way is
by

b =
by = o
ail = 01
a2 =0
Qg1 = PoO2

a9 = 021/ 1 — p?

3. Rice 3.59
As discussed in class, the density of the minimum n iid RVs with density fr(t) is given by

nfr(v)[1 — Fr()]"
For the given Weibull density, the CDF is

Fr(t) =1— e ¢/’
So plugging into the formula gives

nﬁ —(v/ o —(v/ o n-l
fo(v) = 2Bt/ (eu)ﬁ)



4. Rice 4.52

(a)

h12 (Var(f(z + h) + €3) + Var(f(x) + 1))

1

=73 (Var(eg) + Var(eq))
202

T hz

Var(Z) =

As h — 0, E[Z] — f'(x) but Var(Z) — .
(b)

MSE\(Z) = E[(Z - f(fc))]
= Var(2) + (E[Z] - ['(2))?

+ fa:+h flo) <>>2

T
e (f h+ @)k = f) f,(x))Q
- (7

1

4

/ // 2
(L “ (e f’(x))

+ 2 (f"(@)h?

20?2
=37
d -2 1

%MSEh( ) ~ FJFi(f"(x))%

Setting this to 0 and solving for h gives

ot = <<f3$>>2)1/4




(c) Let the 3 measured points be

Xlzf(l'—h)—FEl
X2:f($)+€2
Xs=f(x+h)+es

Then f”(x) can be estimated by

X3 —2Xo + Xy
U= -
Then
B[U) = 25 B[f (e + h) + e5] — 2B[f(x) + 2] + Elf(z — ) + e
et h) = 2f() + [l h)
h2

Var(U) = %Var(f(a: + h) +e3) —4Var(f(x) + €3) + Var(f(z — h) + €1)

o2+ 40% + o2 602

h4 s

To get a handle on the bias (not required in the problem), note

Flath) & F(@) + F@ht 5 @R+ 2 @+ o O’

2 6
/ 1 " 2 1 n 1 4 4
flz =h)= f(z) = f@)h+ 5 (@)h” = =f (x)h* + ﬂf( J()h

Then the bias of this estimate is given by

1
— _— f4 2
~F W@

The optimal choose of h for this problem is

14402\ /¢
o = 00



5. Rice 4.53

1 \/ 1—y2
E[X]:/ / xdxdy
1y /142
1
2|V 1-v°
= d
1
:/ 0dy
-1
=0

Note that this is similar to E[X] = FE[F[X|Y]] approach. If the order of integration is
switched, it is more difficult.

1 V1—zx2
E[X] :/ / xdydzx
—1J—v1-22
1
N
= /1 xy’—\l/ﬁ

1

= / 22V 1 — 2%dx
-1

=0

If you were to use the E[E[X|Y]] approach, note that

Ixy(@y) =21 —-y%  —V/1I-y2<ax<\/1-92

which implies E[X|Y = y| = 0 for all y. Also note, that since this density depends on y, X
and Y are not independent.

By symmetry, E[Y] = 0. This implies that

Cov(X,Y) = E[XY] — E[X]E[Y]
= E[XY

]
-/ /\C rydedy
= [ () o

1
:/ y X Ody
-1

0
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This can also be calculated by the iterated expectation approach as
E[XY] = E[EXY]|Y]]

E[Y E[X]Y]]
E[Y x 0]
0
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